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otivation: Obfuscation-based Location Privacy

[3 e Location information is sensitive.
* Location Privacy-Protection Mechanisms (LPPMs) f("@,)

| want to use location services
without disclosing my location

I’'m at the fake location

€, closest (P>

8’
Service

% provider) Here you go! ]

o

* User gets some privacy.
 User loses some
quality of service.
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iPPM Design Notions: Metrics

Quality Loss

) 2
EAKS &
*Example: Average Loss
iaks =
Q(f,m) = E{do(©:®)}
Euclidean, Hamming, semantic, ... o
{6 tE
Privacy Obfuscated >
location
°Example: Average Adversary Error " Est|mated
'-3-;, <Dy VII*.[ 5E ‘-;QU!'\RE “"-H |ocat|on @
f \ A Adversary’s ) fonte: 99‘; °
—— p(8| ’) —p 8 estimation (?f the o ' o e ’ B.l’g'.']-c:at.HJJ'w'i ST
T P real location .g - E. L

Glenridge & % iy Mig, B

PAE(f ? ﬂ-) — E{dP (‘8&@)} . SLEN EAss o .rr

Euclidean, Hamming, semantic, ...

Shokri, Reza, et al. "Quantifying location privacy." Security and privacy (sp), 2011 ieee symposium on. IEEE, 2011.
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— LPPM Design Notions: Mobility Models

L SO ©
Sgea®e(Os @S US
.‘“"3 g)}L ‘JA.A‘_‘ : .:'@,

(T
&x 23

Sporadic

* Independent location
reports.

* Adequate for
infrequent usage (e.g., -#%’
checking the weather)

Non-Sporadic

e Model how the user moves in
the map.

@ e Typical computational
constraints: discrete models.
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LPPM Design Notions:

Sporadic
Independent location
reports.
Adequate for

|

infrequent usage (e.g., n#%f
checking the weather)

Markov
Dependent locations
Adequate for
continuous usage (e.g.,
live location sharing)
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Mobility Models

) A
Colae e Ss oS
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>

* Model how the user moves in
the map.

e Typical computational
constraints: discrete models.
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Training set
Mobility Model
v e LPPM
Design
Other Quality Loss and
Preferences Privacy Requirements

(exponential,
Gaussian, other
shapes...)

maximize Pye(f,m)
I

st Q7)) < Quax
fepP

Research Center for - . .
Atlan tTIC Information & Communication Technologics UanﬁrSldade\/lgO

f(&16)

LPPM Design and Evaluation Framework

Testing set

LPPM

Evaluation

Adversary

Knows testing data
statistics and LPPM
(strong adversary)

GPSC
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__ —LPPM Design and Evaluation Framework

——

Testing set
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Training set

Mobility Model

g 1 r [ ‘IC Research Center for
t ant Information & Communication Technologics

—

Privacy Requirements

Previous Works:

LPPM
Design

t

Quality Loss and

maximize Pye(f,m)
I

st Q7)) < Quax
fepP

Testing set

f(&16)

b LPPM >

Evaluation

t

Adversary

Knows statistics
about testing data
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Hardwired

Mobility Model

Previous Works:

Data set

LPPM

Design

t

Hardwired.LPPM

f(&16)

Evaluation

t

Quality Loss and Adversary

Privacy Requirements

maximize Pye(f,m)
f

st. QUfom) < Qo about testing data

fePrP

g 1 r [ ‘IC Research Center for
t ant Information & Communication Technologics

Knows statistics
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Training set

Mobility Model

Hardwired

Previous Works:

Testing set ‘_“
Hardwired,LPPM l ?g
/(819 7
D
LPPM . LPPM > 8
Design Evaluation §
=
t t ;
[
o
Quality Loss and Adversary

Privacy Requirements
iz P Knows statistics
f

s.t. QU ) < Qoo about testing data
fepr
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In these frameworks, it makes sense to hardwire the
training set into the LPPM:

Data set Training set Testing set
l (®i6) l : l' 1) l :
J(®18 2 (08 F
@ 2
Mobility Model 14 i 2
7"/ LPPM LPPM o ey R LPPM LPPM &
% ’ Design ) Evaluation I E L{% Design Evaluation ’ §
= £ = £
s S
t t ; t t :
& &
Quality Loss and Adversary Quality Loss and Adversary
Privacy Requirements Privacy Requirements
rsimioe Bys(f. ) Knows statistics masimize Pae(f,7) Knows statistics
! o T € T about testing data Y ot ) < T about testing data
feP fer

* How do these LPPMs fare when we split training/testing
data?

Training set Testing set

} ;

=
=
w
Mobility Model f (’IG) :
4
Jh LPPM LPPM b B
é{@ ) Design . Evaluation E
- £
/" 1 t £
7}
a
Other Quality Loss and Adversary
Preferences Privacy Requirements
(expanential, Knows testing data
Seuaian they statistics and LPPM
shapes...)

(strong adversary)
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For sporadic
mobility:

Gowalla
Brightkite

e Data gathering:

Pre-processing

Non-sporadic

mobility:

TaxiCab

Pre-processing

(dense cab location
reports for 30 days)

AtlantTI

Research Center for
Information & Communication Technologics

UniversidaggVigo

Experiment: let’s see what would happen “in practice”

Training set Testing set

Sca

20 users

300 locations

300 locations

Scarce

288 locations

288 locations
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Scarce

Rich
300 locations

/4 .
sporadic reports

Exponential Mechanism

Datasets with

F
------ Theory

(shuffled)

Pag (km)

Brightkite

20 users

= Scarce training

Privacy loss in -4

_,..-j',yDifferent training

practice "

+
B
.
.

sets give diffeant

0.0 T
0 1

performance

300 locations
(I9L/MSE) Iopureway

20 users

Pag (km)

Gowalla

(I9L/MSE) Iopureway

=== Scarce training

Rich training
Theory

B
.
+
.
.
+
.
.
.
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Pag (km)

Pag (km)

Performance Results (sporadic case)

Location Hiding

4.0

=== Scarce training
3.5 Rich training

------ Theow
3.04
2.5 | /
2.0
1.5 ’

Different

1.0 1
. mecha nismls
y perform differently
y 1 ?in practice’
N Scarce training -
3.5 Rich training

------ Theow

UniversidaggVigo Gpsc

1 2 3 4
Q (km)
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TaxiCab

. . . . . . h ni m
Dataset with Exponential Mechanism Location Hiding Mechanis
continuous reports 30 . 50
Scarce training . Scarce training
———Rich training == Rich training
257 wvaem Theory 25 1 saaans Theory
10 users .
2.0+ ._."' 2.0 4
q.) v ‘é‘ ,é-.
bt .§ = 15- = 154
5 i : , :
wn © 1.0 1.0
(o]
0.5 7 0.5
OO T T T T T DO T T T T T
00 05 10 15 20 25 30 00 05 10 15 20 25 30
Q (km) Q (km)
c |B
L2 =
o g
[=a]
oo
(o]
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TaxiCab
Dataset with
continuous reports 30

Performance Results (non-sporadic case)

Exponential Mechanism Location Hiding Mechanism

3.0

= Rich training

o8 <
Scarce training , Scarce training ,
Y === Rich training 3

259 cian,
10 users
2.0 4
()] %) =
SE 2
n © 1.0
(2}
0.5 4
OO T T T T T D‘O T T T T T
0.0 0.5 1.0 1.5 2.0 2.5 3.0 0.0 0.5 1.0 1.5 2.0 2.5 3.0
Q (km) Q (km)
5 £
o — S . .
o 3 Same (optimal) performance in theory...
[= 9]
[+ 0]
(2}
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TaxiCab

Dataset with Exponential Mechanism Location Hiding Mechanism
continuous reports 30 . 30
Scarce training Scarce training
Rich training ! Rich training
257 wvaem Theory 25 1 saaans Theory
10 users
2.0 4 2.0
Q w = =
o 5 = 5 = 5
E E E 1 Q-E 1.
O S
n g 1.0 1.0 1
0.5 4 0.5 1
0.0 42— . 1 1 0.0 42— ; . " .
0.0 0.5 1.0 1.5 2.0 2.5 3.0 0.0 0.5 1.0 1.5 2.0 2.5 3.0
Q (km) Q (km)
=
x 3 Same (optimal) performance in theory...
[= 9]
[+ 0]
- but different performance in practice
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Let’s think about it...

' » Hardwired LPPMs will be
~useful when user behavior
(in practice) is captured by
the training data.

Training ~—~_- Testing
set N~ set

* They will NOT perform
well when:
* Insufficient data
Deprecated data
Non-representative data

Unexpected change in user
behavior

Unknown
Behavior

g 1 r [ ‘IC Research Center for
t ant Information & Communication Technologics

UniversidaggVigo Gpsc

e What can we do in all of these
cases?

Training set

Hardwirel

LPPM
Design

v

Hardwired LPPM

/(#18)
¢
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Let’s think about it...

| * Hardwired LPPMs willbe < What can we do in all of these
~useful when user behavior

: o cases?
(in practice) is captured by
the training data.
Training set
Training ~—~_- Testing
set N~ set .
Initialization = S
: a2
* They will NOT perform v N\
well when: Mobility Model <« LPPM
* Insufficient data = S
- . °* Deprecated data
=9 . ; i
5 3 Non-representative (.:Iata Blank-Slate Model ‘
= § * Unexpected change in user
)

behavior Hardwired LPPM
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Let’s think about it...

| * Hardwired LPPMs willbe < What can we do in all of these
~useful when user behavior

: o cases?
(in practice) is captured by
the training data.
Training set
Training ~—~_- Testing
set N~ set o om
Initialization = xC
[ 6®
 They will NOT perform v oo
well when: Mobility Model = LPPM
* Insufficient data e —-> Design
c . °* Deprecated data
=2 . . '
5 = Non-representative (.:Iata Blank-Slate Model ‘
< § * Unexpected change in user
>

behavior Hardwired LPPM
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Let’s think about it...

| * Hardwired LPPMs willbe < What can we do in all of these
~useful when user behavior

: o cases?
(in practice) is captured by
the training data.
Training set
Training ~—~_- Testing
set N~ set o om
Initialization = xC
[ 6®
 They will NOT perform v oo
well when: Mobility Model = LPPM
* Insufficient data e —-> Design
c . °* Deprecated data
=2 . . '
5 = Non-representative (':Iata Blank-Slate Model ‘
~< &« Unexpected change in user
D o behavior
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[In the paper]
MLE of the mobility profile
in sporadic models

Model

[ (&6
4&% 4 A f(&/8)

3,8 ' ¢ e Pr($)

: ° " f(g/6e ~8)
58 -8)

' f(®

— Iterative algorithm
n
Profile Estimation-Based
(PEB) LPPMs
Result: an LPPM that can be written as: .

We can evaluate them against a

% "'111"1) worst-case adversary.
* Will do better in sporadic settings.
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Exponential Mechanism

40
H = SP-Exp
. Datasets with N | A i
. —— PEB-Exp r € (150, 300)
SpPO rad IC reports 304 veen, Theory
(shuffled) O sl '
r £
_'3_4, = 20+
c = - -
20 users § 0 154 Privacy
%) = = 1
- g 5 ()] 1.0 gain
o £ &
E (] sese a 0.5
2 &
8 g O.U T T T
e 0 1 2 3 4
ik & Q (km)
40
e SP-EXp
3.5 4~ = PEB-Exp r € (0,150)
—— PEB-Exp r £ (150,300) )
304 ween Theory .."‘
o 2.5 1
=
© o 204
s &
@) 1.5
O
1.0
0.5
0.0 T T T
0 1 2 3 4
Q (km)
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Pag (km)

Pag (km)

xperimental Results. Sporadic Case

Location Hiding

4.0
— SP_LH
3.5 4~ = PEB-LH r € (0,150)
= PEB-LH r € (150, 300)
3.0 A meren Theory
2.5 4
2.0
L5 1 Privacy
|
10- gain!!
0.5 1
0.0 T T
0 1 2 4
Q (km)
4.0
= SP-LH
3.5 4 = PEB-LH r < (0, 150)
= PEB-LH r € (150, 300)
3.0 4 weean Theory
2.5
2.0
1.5 1
1.0 4
0.5 1
0.0 T T
0 1 2 4
Q (km)
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xperimental Results. Non-Sporadic Case.

3.0 - 3.0
—— MK-Exp — MK-LH
H —— PEB-Exp r € (0,144) —— PEB-LH r € (0,144) o
Dataset with 259 —— PEB-Exp r € (144, 288) 25 1" ——— PEB-LH r  (144,288)
AT Ie rAarmArdke ] e Th
continuous reports g . ‘
2.0 +
10 users o] = =
Y oz s © s
but B — 1.0
© 5 .
(&) S B
v ] 0.5
0
(2}
00 ’ T T T T T
00 05 10 15 20 25 30
Q (km)
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3.0 ~
—— MK-LH
== PEB-LH r  (0,144)

25 1 e PEB-LH r (144, 288)
...... Theory
2.0 - -

€

= o

=15 o l

5] "

= .

o

1.0
0.5
0.0

T T T T T
0.0 05 1.0 15 2.0 25 3.0
Q (km)

e Hardwired Markov-based
LPPMs encode road
restrictions.

e Sporadic PEB-LPPMs do not!

* This explains their
difference in performance.

AtlantTIC I f)rmiu(-‘ IZ{:Le( Immlm

ation ‘Technologies UnlverSldade\/lgo m

e However, current Markov
LPPMs do not account for
differences in train/test.

0/6,)
Training /he,, 'ﬁ%
set O, , Y
= ('oﬁ
: Initialization R
\ 4 =
Mobility Model
LPPM
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Sumary

To build PETs with strong privacy guarantees in practice, we
have to embrace that training data cannot always capture
user behavior.

Training set Testing set
* Current proposals hardwire Future Work
training data into the LPPMs. * Blank-slate Markov models

* We propose blank-slate models e Evaluate LPPMs with more data sets

that |m.prove th_e performancein Develop other techniques to improve
sporadic scenarios. performance in practice...

Thank you!!  simonoya@gts.uvigo.es
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